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Abstract: The growing demand for wireless connectivity has made massive multiple-input multiple-output (MIMO) a cornerstone of modern 
communication systems. To optimize network performance and resource allocation, an efficient and robust approach is joint device activity de⁃
tection and channel estimation. In this paper, we present an approach utilizing score-based generative models to address the under-
determined nature of channel estimation, which is data-driven and well-suited for the complex and dynamic environment of massive MIMO 
systems. Our experimental results, based on a comprehensive dataset generated through Monte-Carlo sampling, demonstrate the high preci⁃
sion of our channel estimation approach, with errors reduced to as low as −45 dB, and exceptional accuracy in detecting active devices.
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1 Introduction

1.1 Motivation

The advent of the Internet of Things (IoT) era is marked 
by a significant increase in the number of connected 
devices, each capable of sensing and communicating, 
which has brought about a new set of challenges in 

network connectivity[1–2]. The IoT, with its expected massive 
device connectivity, is poised to revolutionize various aspects 
of daily life and socio-economic activities, from smart homes 
and cities to healthcare applications. These applications re⁃
quire ubiquitous connectivity, making massive machine-type 
communications (mMTC) a critical component of the upcom⁃
ing 6G networks[3]. MMTC aims to provide wireless connectiv⁃
ity to a vast number of devices with low-complexity and low-
power, which is essential for realizing IoT-based applications 
but also poses significant challenges in terms of network man⁃
agement and efficiency[4–6].

One of the key enablers for mMTC is the massive multiple-

input multiple-output (MIMO) technology[7], which is expected 
to significantly improve spectral and energy efficiency at the 
base station (BS) level. However, a major challenge lies in ac⁃
quiring accurate channel state information (CSI) for mMTC, as 
the pilot-aided training overhead for uplink channel estima⁃
tion scales with the number of devices, which can be ex⁃
tremely large in a massive connection scenario[8]. A typical 
characteristic of mMTC traffic is its sporadic pattern, with 
most devices designed to remain in sleep mode for energy con⁃
servation and only a limited number active for data transmis⁃
sion at any given time interval[9]. This sporadic nature entails 
the design of joint device activity detection and channel esti⁃
mation to reduce the training overhead for channel estimation.

Traditional methods for channel estimation often use dimen⁃
sion reduction techniques (e.g., the discrete Fourier transform) 
to reduce the pilot sequence length and computational com⁃
plexity, which may lead to performance degradation due to the 
off-grid effect and energy leakage[10]. These methods also fail 
to capitalize on the common sparsity across different fre⁃
quency bands. To address these limitations, a novel sparse 
Bayesian learning (SBL) framework for joint device activity de⁃
tection and channel estimation has been proposed, exploiting 
additional sparsity structures to significantly enhance sparse TANG Chenyue and LI Zeshen are co-first authors.
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recovery performance[11].
Inspired by the potential of score-based generative models 

in specialized applications such as magnetic resonance imag⁃
ing (MRI) reconstruction[12–13], we introduce a training and in⁃
ference algorithm for wireless channel estimation using score-
based generative models in massive MIMO communication 
scenarios. This approach models the log-distribution of chan⁃
nels by learning the high-dimensional gradient, known as the 
score, providing a distribution learning framework for model⁃
ing high-dimensional millimeter-wave (mmWave) MIMO chan⁃
nels in a stochastic environment. Unlike traditional methods, 
our approach uses score-based generative models to learn the 
score of the distribution in an unsupervised manner, indepen⁃
dent of pilot symbols. Device activity detection and probabilis⁃
tic channel estimation are achieved by sampling from the pos⁃
terior distribution using annealed Langevin dynamics, tack⁃
ling challenges in out-of-distribution settings, wide signal-to-
noise ratio (SNR) ranges, and interference scenarios.
1.2 Related Work

Many problems in engineering applications, ranging from 
signal processing and computer vision to machine learning 
and statistics, can be formulated as linear inverse problems[14]. 
To solve these linear inverse problems, researchers have pro⁃
posed various approaches, such as compressed sensing meth⁃
ods[15] and deep learning techniques[16]. Pre-trained generative 
priors have also been used in solving linear inverse problems, 
surpassing classical compressed sensing approaches[17–18]. 
With the emergence of deep generative models in density esti⁃
mation[19–21], there has been a surge of interest in developing 
linear inverse algorithms with data-driven priors[22–23]. Owing 
to the powerful representational capabilities of deep genera⁃
tive models, they can effectively learn accurate prior knowl⁃
edge given sufficient data samples[14]. Their potential in solv⁃
ing linear inverse problems is gaining increasing attention.

Massive connectivity is a key requirement for future wire⁃
less cellular networks to support mMTC[5]. In large-scale wire⁃
less cellular networks, user detection and channel estimation 
can be viewed as high-dimensional linear inverse problems, as 
scheduling a large number of occasionally active users on a 
separate control channel may incur significant overhead. Stud⁃
ies such as Refs. [24] and [25] investigate a random access 
protocol in which each active user picks one of the orthogonal 
signature sequences at random and sends it to the BS, and a 
connection is established if the selected preamble is not used 
by the other users. Refs. [5] and [26] propose the use of the ap⁃
proximate message passing (AMP) [27] algorithm for joint user 
activity detection and channel estimation, and further show 
that a state evolution analysis[28] of the AMP algorithm allows 
an analytic characterization of the missed detection and false 
alarm probabilities for device detection.

As a novel class of generative models, diffusion models 
(DM), also known as score-based generative models, have 

achieved remarkable performance in density estimation and 
image generation[20, 29]. Originally, DM was introduced for un⁃
conditional image generation; however, they have since been 
widely applied to conditional probability distributions, en⁃
abling tasks such as conditional image generation[30]. Super⁃
vised end-to-end training of deep learning-based methods has 
been successfully applied to wireless MIMO channel estima⁃
tion[31–32], introducing a powerful and robust deep learning al⁃
gorithm in the form of the learned denoising approximate mes⁃
sage passing (L-DAMP) algorithm[33]. Furthermore, Ref. [34] 
employs annealed Langevin dynamics and score-based models 
to efficiently train generative models on simulated datasets, 
achieving performance superior to that of generative adver⁃
sarial networks (GANs).
1.3 Contributions

The principal contributions of this paper are summarized as 
follows:

• We introduce an approach that leverages score-based gen⁃
erative models to achieve joint active device detection and 
channel estimation for massive MIMO communications. Our 
solution delivers accurate estimates without imposing any as⁃
sumptions on the dimensionality or sparsity of the channels, 
thereby providing a flexible and robust method for real-world 
applications.

• We generate simulated data with varying sizes and com⁃
plexity, closely capturing the diverse and dynamic nature of 
massive MIMO environments. This capability allows our 
model to be trained and tested under conditions that accu⁃
rately reflect real-world wireless propagation scenarios.

• Through extensive numerical simulations, we validate the 
effectiveness of our method. The results indicate that the accu⁃
racy of active device detection exceeds 98% under high SNR 
conditions. Additionally, the normalized mean square error 
(NMSE) can be reduced to as low as −45 dB, highlighting the 
superior performance of our approach in channel state estima⁃
tion and active user detection in massive MIMO systems.
1.4 Organization

The remainder of this paper is organized as follows. Section 
2 presents the massive MIMO system model, the inverse prob⁃
lem, and the procedures involved in score-based generative 
models. Section 3 details the training phase of the proposed 
method, focusing on the generation of channel data and the 
training of the score function, as well as the inference (testing) 
stage. Section 4 provides numerical simulation results and dis⁃
cussions. Sections 5 and 6 conclude the paper and present 
the future work.
2 Preliminaries

2.1 Massive MIMO
Massive MIMO is a key technology for next-generation wire⁃

less communication systems, characterized by the deployment 
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of a large number of antennas at the BS to serve multiple users 
simultaneously[35]. This configuration allows for significant im⁃
provements in spectral efficiency, energy efficiency, and over⁃
all system performance. By leveraging spatial multiplexing 
and beamforming techniques, massive MIMO can effectively 
mitigate interference, increase data rates, and improve the reli⁃
ability of wireless links. The large number of antennas enables 
the BS to exploit the spatial diversity of the channel, leading 
to more precise CSI estimation and better resource allocation. 
As a result, massive MIMO serves as a key enabler for next-
generation wireless networks, including 5G and beyond, ad⁃
dressing the growing demand for high-speed, low-latency, and 
high-capacity communication services[36].
2.2 Inverse Problem

Inverse problems are ubiquitous in various scientific and 
engineering fields, where the goal is to infer the parameters or 
states of a system from observed data. A common linear model 
used to describe inverse problems is expressed as:
Y = XP + Z (1),

where  Y represents the observed data, X is the unknown sys⁃
tem matrix or operator, P is the known parameter vector, and 
Z is the noise term. The objective is to estimate X from Y and 
P, but reconstructing the underlying causes from their ob⁃
served effects is inherently complex, particularly in real-world 
scenarios. This challenge is further compounded by the pres⁃
ence of noise and the potential for the problem to be ill-posed, 
meaning that solutions may not exist, may not be unique, or 
may be excessively sensitive to noise. To address these issues, 
regularization techniques such as Tikhonov or total variation 
regularization are commonly applied. These methods add con⁃
straints to the problem to stabilize the solution[37].

In situations where the number of unknowns surpasses the 
number of measurements, referred to as under-determined 
problems, the challenge intensifies. The disparity between 
the number of unknowns and the available data leads to a 
scenario with an infinite number of potential solutions to X 
that could align with the equation Y = XP + Z. This scenario 
is particularly problematic as it sig⁃
nificantly increases the risk of inac⁃
curate or unstable solutions[13]. To 
combat these difficulties, optimiza⁃
tion methods and Bayesian ap⁃
proaches are employed. These strat⁃
egies incorporate prior knowledge 
and provide a framework for manag⁃
ing the uncertainty associated with 
the estimates. Furthermore, recent 
progress in machine learning and 
generative modeling has introduced 
innovative approaches to address 
these challenges. These advance⁃

ments offer new methods to handle the instability and uncer⁃
tainty inherent in under-determined problems, thereby im⁃
proving the reliability and accuracy of the solutions derived 
from noisy and incomplete data.

Specifically, score-based generative models have shown 
promise in addressing under-determined inverse problems by 
leveraging the underlying data distribution to generate plau⁃
sible solutions. These models represent a powerful approach 
capable of capturing the complex structures of high-
dimensional data distributions without explicit parametric 
forms, making them especially suitable for applications where 
data distribution is complex or not easily characterized by tra⁃
ditional models[17]. Such applications are particularly relevant 
for real-world wireless environments.
2.3 Score-Based Generative Model

A core hypothesis of this study is that the characteristics of 
wireless channels can be represented as samples drawn from a 
common probability distribution, which has been widely ad⁃
opted in both theoretical and practical wireless communica⁃
tions research[38]. Score-based generative models, which have 
demonstrated their effectiveness on natural image benchmark 
datasets, are a class of generative models that generate data by 
estimating the gradient of the data distribution[13]. This ap⁃
proach diverges from traditional generative modeling tech⁃
niques, which often rely on explicit parameterization of the 
data distribution. Instead, score-based generative models learn 
the gradient field of the data distribution in a non-parametric 
fashion, providing a flexible framework for capturing complex 
data distributions[20]. Fig. 1 fully displays the process of han⁃
dling inverse problems using a score-based generative model.
2.3.1 Learning Score Function

The score function for a point X is represented as:
ψX (X ) = ∇ log pX (X ) (2),

where X denotes the data point, pX (X ) is the probability den⁃
sity distribution of this data point, and ψX (X ) is a matrix of 
size M × N. The score function encapsulates the local density 

Figure 1. A step-by-step process for estimating X by employing a score-based model in conjunction with 
the known matrices Y and P
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information of the data distribution, which is instrumental in 
the generative process. In practice, ψX (X ) can be used to 
guide the optimization process for channel estimation by itera⁃
tively updating the channel estimate in the direction that maxi⁃
mizes the likelihood of the observed data. For example, if the 
score function indicates a high likelihood of a certain channel 
coefficient being non-zero, the algorithm can focus on refining 
the estimate of that coefficient, leading to more accurate chan⁃
nel estimation overall. The goal is to learn a model sθ capable 
of generating sθ (X ) to approximate ψX (X ).
2.3.2 Denoising Score Matching

While ψX and the explicit score matching 
EX~pX

é
ë sθ (X ) - ψX (X ) 2

2
ù
û are often intractable, denoising 

score matching is proposed to address this issue. Ref. [39] 
demonstrates that the loss function L ( sθ ) we used for training 
is equivalent to the loss function of the explicit score match⁃
ing, as long as log pX͂|X ( X͂|X ) is differentiable with respect to 
X͂. This approach transforms the task of learning the score 
function of the original data distribution (which is nearly im⁃
possible in the real world) into learning the score of the per⁃
turbed distribution by using L ( sθ ). By synthesizing corrupted 
data samples X͂ and learning the score of the conditional distri⁃
bution pX͂ | X, the following objective is used:

L ( sθ ) = EX~pX,X͂~p
X͂

é
ë
êêêê


sθ ( X͂ ) - ∇ log pX͂ | X ( X͂ | X ) 2

2
ù
û
úúúú (3).

Since IoT allows the use of arbitrary noise distributions for 
training and learning the score at arbitrarily perturbed inputs, 
we set the perturbation U as i. i. d. Gaussian, with zero mean 
and covariance matrix σ2

UI, i.e.,
∇ log pX͂|X ( X͂|X ) = -U/σ2

U (4).
A learnable model proposed by Ref. [20] is used to learn sθ. The model (in our work, such a deep neural network described 

in Section 3) uses a weighted version of L ( sθ ) at multiple 
noise levels to train a single score-based model for an indi⁃
vidual datum within a batch, represented by:

Lscore (θ ) = E j,X~pX, U j~pU j

é

ë

ê

ê
êê
ê

ê
σ2

U j

|

|

|
|
||
|
|
sθ (X + U j ) + U j

σ2
U j

|

|

|
|
||
|
|
2

2

ù

û

ú

ú
úú
ú

ú (5).

Weighing the predicted score at each noise level is to for⁃
mulate denoising score matching as a variance-exploding (VE) 
diffusion process[40].
2.3.3 Posterior Sampling Using Score Functions

Once the score function is learned, it can be used to per⁃
form posterior sampling, which is a key step in the channel es⁃

timation process. Posterior sampling involves drawing samples 
from the posterior distribution of the CSI conditioned on the 
received pilot symbols. Given the known matrices Y and P, 
the posterior distribution of matrix X can be expressed using 
the Bayes’rule:

pX|Y (X|Y ) = pY|X (Y|X ) ⋅ pX (X )
pY (Y ) (6).

Expanding the logarithm of the posterior distribution, we get
log pX|Y (X|Y ) = log pY|X (Y|X ) + log pX (X ) - log pY (Y ) (7).
Taking the gradient with respect to X, we obtain
∇ log pX|Y (X|Y ) = ∇ log pY|X (Y|X ) + ∇ log pX (X ) (8),

since ∇ log pY (Y ) = 0. For all Y, the gradient of the posterior 
distribution simplifies to:
ψX|Y (X|Y ) = ψY|X (Y|X ) + ψX (X ) (9).
This result shows that the gradient of the posterior distribu⁃

tion is a combination of the gradient of the likelihood function 
and the gradient of the prior distribution. The likelihood func⁃
tion is derived from Y, while the prior distribution is learned 
using the score-based generative model.
2.3.4 Annealed Langevin Dynamics for Posterior Sampling

To sample from the posterior distribution, we use annealed 
Langevin dynamics, which is an iterative process that updates 
the channel estimate Xest in a manner that maximizes the pos⁃
terior probability. We introduce time-varying hyperparameters 
αt and βt as an enhancement, based on the method proposed 
in Ref. [41]. The update rule for annealed Langevin dynamics 
is given by
Xest, i + 1 = Xest, i + αi ⋅ (∇ log pY|X (Y|Xest, i ) +
∇ log pX (Xest, i )) + 2β ⋅ αi ⋅ σU i

⋅ ζ (10),
where αi is the step size that decays over time; β is a hyperpa⁃
rameter that controls the amount of noise added to the update; 
σU i

 is the noise level at the i-th step; ζ~CN (0, I ) is Gaussian 
noise added to maintain diversity in the samples. The param⁃
eters αi, β, and σU i

 are critical for the performance of the pro⁃
posed method. The learning rate αi is chosen through a grid 
search to balance convergence speed and accuracy. The initial 
value of the regularization parameter β is empirically set to 0.9 
for robustness to noise. The noise variance σU i

 is estimated 
from the training data using a maximum likelihood approach.

The gradient of the likelihood function ∇ log pY|X (Y|Xest, i ) can be derived from P. For Gaussian noise, this gradient is 
given by
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∇ log pY|X (Y|Xest,i ) = (Xest,iP - Y )PH

σ2pilot
(11).

The term ∇ log pX (Xest, i ) represents the gradient of the prior 
distribution, which is learned using the score-based genera⁃
tive model. This gradient is approximated by the learned score 
function sθ (Xest, i ).
3 System Model

Consider a single-cell massive MIMO network, where a BS 
equipped with M antennas serves N potential users, denoted 
by the set N = {1,⋯, N }. Each user device is equipped with a 
single antenna. This setup is typical for an uplink massive ac⁃
cess scenario, where the BS efficiently manages data transfer 
and communication from numerous users within its coverage 
area. Fig. 2 illustrates an example.

In our system model for device activity detection and chan⁃
nel estimation, the sporadic nature of user traffic can be char⁃
acterized by a user activity indicator for each user. We denote 
this indicator by

λn = ì
í
î

1, if user n is active
0, otherwise (12).

The probability of a user being active is ϵ, and the probabil⁃
ity of being inactive is 1 - ϵ, such that Pr [ λn = 1] = ϵ and 
Pr [ λn = 0 ] = 1 - ϵ. The set of active users within a coher⁃
ence block is defined as K = { n:λn = 1}, and the number of 
active users is K = |K|.

The transmitted signal for each user n is given by
xn = λn hn (13),

where hn represents the channel coefficient for user n. The ma⁃
trix X is formed by stacking the transmitted signals of all us⁃
ers, i.e., X = [ x1,⋯, xN ]T.

During the training phase, the BS receives a matrix Y, 
which is modeled as the product of the transmitted signal ma⁃
trix X, the pilot matrix P, and the addition of additive white 
Gaussian noise Z. The model can be expressed as

Y = XP + Z (14).
Here, the channel state information matrix X ∈ CM × N, 

which is a complex matrix of size M times N, where M repre⁃
sents the number of receive antennas and N denotes the total 
number of users. Z is the Gaussian noise matrix with elements 
distributed as CN [ 0, σ2 I ]. P is the pilot matrix where each 
entry is a randomly chosen (fixed for all test samples) quadra⁃
ture phase shift keying (QPSK) symbol with unit amplitude 
and low-resolution phase. Pilot symbols Lpilot are selected from 
a pre-designed codebook, with each symbol pi belonging to 
CN. These pilot symbols are utilized to facilitate the estimation 
process. The transmitted pilot matrix P is constructed from 
these symbols, and it is common practice in communication 
standards to pre-specify these pilot sequences.

The pilot density is defined by α = Lpilot /N. When α < 1, it 
implies that the number of received pilots is less than the total 
number of possible pilot transmissions, i.e., MLpilot < MN. This 
situation leads to an under-determined inverse problem for 
channel estimation, where there are more unknowns (channel 
coefficients) than the number of equations provided by the re⁃
ceived pilots.

Following the methodology outlined in Ref. [34], we employ 
a score-based generative model to accomplish two critical 
tasks: channel estimation and device activity detection. The 
pseudocode is shown in Algorithm 1. This model operates on a 
data-driven approach, which is particularly effective in ad⁃
dressing under-determined scenarios. In under-determined 
problems, the number of unknowns exceeds the number of 
equations, making the system’s solution unstable and sensi⁃
tive to noise. However, our approach can stabilize these solu⁃
tions by learning the underlying data distribution, thus provid⁃
ing a robust framework for estimation.
Algorithm 1: Device activity detection and channel estimation 
via score-based generative models in massive MIMO systems
Input: Pilot matrix P, received pilots Y, pretrained score-
based model sθ, received noise power σ2pilot, inference noise 
levels σ2

U i
, hyperparameters L, Q, α0, β, and r < 1.

Generate random initial estimate: Xest,0~CN (0, I )
For i = 1, 2, ⋯, L
  Set annealed noise level σ ← σU i

.
  For q = 1, 2, ⋯, Q
    Generate annealing noise ζ~CN (0, I ).

    Xest, q ← Xest, q - 1 + α0 ⋅ ri ⋅ (XestP - Y )PH

σ2pilot + σ2 +
α0 ⋅ ri ⋅ sθ (Xest ) + 2β ⋅ α0 ⋅ ri ⋅ σ ⋅ ζ

    Count the number of zero rows in Xest to find N - K.
Output: Estimate channel matrix Xest, and then get the NMSE 
and activity detection accuracy.

The objective of our model is to estimate the CSI using the Figure 2. System model of a massive device communication network

The cellular network
The BS with M an⁃tennas

K active users
N−K inactive users

BS: base station
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received pilot matrix Y and the known pilot matrix P, and to 
determine the number of inactive users indicated by λn = 0 in 
the channel matrix X. The process is divided into two main 
phases: training and inference.

1）Training phase: This initial step involves training the 
score-based generative model by minimizing the loss function 
as detailed in Section 2.3.2. To compute the score function sθ, we train a deep neural network, as depicted in Fig. 3. The neu⁃
ral network is trained to learn the score function that approxi⁃
mates the gradient of the log-likelihood of the data distribu⁃
tion. Moreover, it is fully convolutional, enabling it to process 
matrices of varying sizes, which is crucial for the dynamic na⁃
ture of massive MIMO systems. This is a one-time setup pro⁃
cess for the wireless device, typically conducted offline using 
a high-performance computing server and a dataset compris⁃
ing either precise channel measurements or simulated channel 
data. The loss function quantifies the discrepancy between the 
model’s predictions and the actual data, guiding the model to 
learn the data distribution effectively.

Particularly, our approach employs a Monte-Carlo simulation 
to generate synthetic massive MIMO channel data. User posi⁃
tioning is modeled to simulate random distribution within a de⁃
fined area, reflecting real-world spatial randomness. Path loss is 
calculated using  Path Loss/dB =  128.1 +  37.6 log10d [42], 
which is a standard model for signal attenuation in wireless 
communication. Firstly, it allows for the modeling of complex 
channel behaviors by simulating a large number of random vari⁃
ables, which is essential for accurately representing the mul⁃
tipath fading effects in wireless communication channels[43]. 
Secondly, this approach facilitates the assessment of system 
performance under various conditions, providing a robust frame⁃

work for optimizing and understanding the behavior of massive 
MIMO systems[36]. Then, the neural network begins with 2D 
downsampling and convolutional layers designed to extract 
meaningful features from these input datasets. To enhance the 
model’s ability to learn complex patterns, Rectified Linear Unit 
(ReLU) activation functions are adopted to introduce non-
linearity. The model then employs 2D upsampling with addi⁃
tional convolutional layers to reconstruct the data to its original 
dimensions. In the closing act of the methodology, a 2D average 
pooling layer serves to compress feature maps, enhance noise 
resilience, and streamline subsequent layers by reducing di⁃
mensionality and focusing on dominant features.

2) Inference (testing) phase: In this phase, channel estima⁃
tion is treated as an optimization problem and solved using the 
iterative algorithm presented in Sections 2.3.3 and 2.3.4. The 
pre-trained model, combined with the received pilots, is uti⁃
lized to recover the CSI. This phase is designed to operate in⁃
dependently of the training stage, enabling adaptability to vari⁃
ous real-world conditions, including interference and quantiza⁃
tion effects on the received pilots.

The complexity of each step is analyzed as follows.
1) Initialization: The initialization step involves generating 

a random initial estimate Xest,0~CN (0, I ), which has a com⁃
plexity of O ( MN ), where M and N are the dimensions of the 
channel matrix.

2) Outer loop i = 1, 2, ⋯, L: Setting annealed noise level 
σ ← σUi

 involves negligible computational complexity.
3) Inner loop q = 1, 2, ⋯, Q: Generating annealing noise 

ζ~CN (0, I ) has a complexity of O ( MN ). The update step for 
Xest, q involves several matrix operations:

• Xest, q ← Xest, q - 1 + α0 ⋅ ri ⋅
(XestP - Y )PH

σ2pilot + σ2 : This step involves 
matrix multiplication and division, 
with a complexity of O ( MNP ), 
where P is the number of pilots.

• +α0 ⋅ ri ⋅ sθ (Xest ): The com⁃
plexity of this step depends on the 
model sθ, assumed to be 
O ( f ( MN ) ), where f is a function of 
the model complexity.

• + 2β ⋅ α0 ⋅ ri ⋅ σ ⋅ ζ: This 
step has negligible complexity.

4) Counting zero rows: Counting 
the number of zero rows in Xest to 
find N - K has a complexity of 
O ( MN ).

Thus, the total time complexity is 
dominated by the inner loop opera⁃
tions, particularly the matrix multi⁃
plications and the model sθ evalua⁃
tion. Therefore, the total complexity Figure 3. An elaborate schematic representation of model sθ utilizing the RefineNet architecture. This 
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is approximately O ( LQ ⋅ MNP + LQ ⋅ f ( MN ) ). The space 
complexity is primarily determined by the storage require⁃
ments for Xest and other intermediate variables, which is 
O ( MN ).
4 Experiments

We conduct simulations with different configurations of M 
(the number of antennas), N (the total number of users), and K 
(the number of active users) to generate input channel matri⁃
ces that vary in size and complexity via Monte-Carlo methodol⁃
ogy. This approach allows us to assess the efficacy of our 
model under diverse conditions, verifying its robustness and 
capability to accurately mirror the dynamics of realistic sce⁃
narios. Additionally, we perform a comparative analysis of our 
proposed score-based generative model against the traditional 
linear minimum mean square error (LMMSE) method for chan⁃
nel estimation. This comparison is conducted across various 
SNR levels to evaluate their performance in terms of NMSE 
and activity detection accuracy. All experiments are con⁃
ducted using PyTorch on an NVIDIA RTX 3090 GPU.

The channel matrix is initialized by assigning random posi⁃
tions to users and computing the path loss as a function of 
their distance from the BS. Subsequently, it constructs the 
channel coefficients using complex Gaussian random vari⁃
ables to simulate the multipath fading effects and compiles 
these into a data matrix for each simulation iteration. After 
generating datasets, we assess the performance of Algorithm 1 
through simulations, spanning various SNR levels. Our evalua⁃
tion criteria include the accuracy of channel estimation, the er⁃
ror rates throughout a simulated communication system that 
employs coding, and the computational overhead associated 
with both training and inference phases. To mimic real-world 
deployment scenarios, we examine situations where the algo⁃
rithm is challenged with data distributions that differ from 
those encountered during training. This assessment is con⁃
ducted without any foreknowledge of the test environment’s 
characteristics, without modifying 
the model to adapt to the new distri⁃
bution, and without conducting any 
additional training specifically for 
the test conditions.

For fine-tuning the hyperparam⁃
eters in our channel estimation 
methods, we utilize a subset of 500 
channel realizations sampled from 
the training distribution. In the test⁃
ing phase, we create a fresh dataset 
consisting of 50 channel realizations 
for each target distribution, ensur⁃
ing that the random seed used dif⁃
fers from those used in the training 
and validation phases. For the pilot 
signals P, we construct matrices 

with dimensions N × Lpilot, filled with QPSK elements that are 
randomly selected to represent unit-power, two-bit phase-
quantized random beamforming vectors. To standardize the 
channel measurements, we apply normalization using the 
mean channel power calculated from the training dataset, 
which is derived from all training samples and their respective 
entries. The average SNR is then determined using the for⁃
mula N/σ2pilot, where N is the number of transmit antennas and 
σ2pilot is the variance of the pilot signals.

Our proposed model demonstrates rapid convergence, as in⁃
dicated by the swift reduction in training loss during the ini⁃
tial steps (Fig. 4), stabilizing at a low value by the completion 
of training.

In our comparative analysis of channel estimation tech⁃
niques, the proposed score-based generative model outper⁃
forms the LMMSE method (Fig. 5). The traditional LMMSE 
method[44] exhibits higher noise levels and is notably less accu⁃
rate in estimating user activity rates, especially in poor chan⁃
nel conditions. Only under sufficiently good channel condi⁃
tions can the traditional method approach the performance of 
our generative learning approach.

Figure 4. Training loss of the score-based generative model over steps

Figure 5. Performance comparison of channel estimation methods

LMMSE: linear minimum mean square error         NMSE: normalized mean square error         SNR: signal-to-noise ratio
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We also input different datasets to evaluate the algorithm’s 
performance. Three sets of comparative experiments were con⁃
ducted to observe the impact of varing M, N, and K on the al⁃
gorithm’s effectiveness (Fig. 6). The overall experimental re⁃
sults indicate the following:

1) Performance improvement: Our proposed method demon⁃
strates a substantial enhancement in performance compared to 
traditional methods. This is particularly evident when evaluat⁃
ing the impact of varying M, N, and K on the algorithm’s effec⁃
tiveness. Our method consistently shows lower NMSE and 
higher accuracy across different configurations, indicating a 
superior capability in channel estimation and device activity 
detection.

2) Robustness: The proposed score-based generative model 
demonstrates robustness under varying channel conditions, 
maintaining low estimation errors despite changes in channel 
conditions.

The numerical comparative analysis is as follows:
1) When only M (number of receiving antennas) varies, the 

maximum absolute difference in NMSE across all SNR levels 
is only 1.15 dB (when SNR=10 dB), indicating a minimal im⁃
pact on channel estimation. However, due to the increase in 
matrix size, the sensitivity to data increases, and the accuracy 
of active detection is poor under very poor channel conditions. 
The smaller the M, the faster the accuracy approaches 100% 
(e.g., M=8, 16). Nevertheless, a perfect accuracy rate of 100% 
can be achieved when SNR=45 dB.

2) When only N (total number of devices) varies, the NMSE 
curve indicates a slight overall improvement in model perfor⁃
mance. This suggests that our model is particularly suitable 
for massive MIMO scenarios. Meanwhile, the overall active de⁃
tection accuracy tends towards 100% more rapidly as the SNR 
increases.

3) Changes in K (number of active users) do not affect the 
shape of the channel. The active detection accuracy remains 
high even under the worst channel conditions. Moreover, the 
CSI estimation becomes closer to the ground truth as the num⁃
ber of active users decreases. This is applicable to IoT sce⁃

narios, where devices are typically de⁃
signed to remain inactive most of the 
time to conserve energy, with only a 
few devices active transmitting data at 
any given interval. This indicates that 
using our model to assess device activ⁃
ity rates and perform more accurate 
channel estimation could optimize de⁃
vice activity patterns in the future, fur⁃
ther reducing energy consumption and 
improving energy efficiency.
5 Conclusions

In this paper, we propose a novel 
method for joint device activity detec⁃
tion and channel estimation in massive 
MIMO networks, enabling accurate 
channel estimation to enhance energy 
efficiency and communication perfor⁃
mance.

We employ score-based generative 
models, an innovative generative ap⁃
proach that integrates deep neural net⁃
works without making any assumptions 
about the received pilot matrix, the 
transmitted pilot matrix, and the pilot 
density. During our simulation experi⁃
ments, we generated a comprehensive 
dataset using Monte-Carlo sampling. 
Since the deep neural network frame⁃
work used to learn the scoring function 
is fully convolutional, the model can 
flexibly adapt to inputs of various 
sizes. We conducted a series of com⁃
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parative experiments under varying conditions, including vary⁃
ing numbers of antennas, total users, and active users. The re⁃
sults demonstrate that as channel conditions improve, channel 
estimation is highly precise, with errors reduced to as low as 
− 45 dB, and the detection of active devices is exceptionally 
accurate. As the number of users increases, the NMSE de⁃
creases, indicating that our approach is highly suitable for 
massive MIMO scenarios. Moreover, a smaller number of ac⁃
tive users indicates a sparser channel matrix, yet changes in 
activity have a minimal impact on our model’s performance, 
confirming that our method is entirely data-driven.
6 Future Work

The proposed score-based generative model for joint device 
activity detection and channel estimation demonstrates signifi⁃
cant potential for application in next-generation wireless sys⁃
tems. Future work will explore the adaptation of this method to 
mmWave channels, which have unique characteristics, such 
as higher frequency bands and more severe path loss. Addi⁃
tionally, we plan to investigate the integration of this approach 
into 5G and 6G deployments, where massive connectivity and 
high spectral efficiency are critical requirements.
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